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🌱 Environmentally-Friendly
🤝 Open-Access Foundation Models 

🧠 Cognitive Science 
💬 First Language (L1) Acquisition
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A Closer Look at BLiMP



Evaluating Syntax



Evaluating Syntax



Evaluating Syntax



Evaluating Syntax



Limitations of BLiMP
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Cambridge-KAIST Collaboration 
with Dr James Thorne’s group



Example: Weight Tying

Figure from Pappas et al (2018)
https://aclanthology.org/W18-6308.pdf 

Standard Output Layer (softmax linear unit) with or without weight tying.

https://aclanthology.org/W18-6308.pdf


A Real Example: What does BLiMP tell us? 
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We need mechanisms, not scores

https://www.picolm.io/ 

Work in collaboration with Richard Diehl Martinez (Buttery Group). 
With support of “Accelerate Programme” (Ryan Daniels)

https://www.picolm.io/


PICO-Analyze

We need mechanisms, not scores

Model Components 

Compound Components OV-Circuits (combining value and output projections)
Induction heads
Attention heads
Feed-forward blocks

Weight matrices
Activation values
Gradient tensors

https://www.picolm.io/ 

Work in collaboration with Richard Diehl Martinez (Buttery 
Group). 

https://www.picolm.io/


Side Note: Mechanistic?



Sample Efficient Models rely on “Good 
Generalisation”

Transformer-XL: dissociation between local (red/yellow) and non-local (purple/green) 
agreement.



Grammar Profiling: Enter Evanson et al (2023)
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Another (Non-Pedagogical) 
Application of the EGP

EGP: human-validated and 
graded (development; stages 
not ages)

EGP: Naturally-occurring 
sentences



Human-Validated Grammar Profiles 
(Salhan et al ongoing)

Figure from Nuria Bosch-Masip



Human-Validated Grammar Profiles 
(Salhan et al ongoing)
Pronouns: possessives, reflexives, reciprocals

Determiners: Demonstratives, Possessives & Quantities 

Conjunction: Coordinating, Subordinating

Comparatives, Imperatives, Exclamatives

TAM 

FORM:USE Distinction, Meta-Data



Measuring Grammaticality

 I think that it is awful, because that means that in Spain it will be even 
hotter/*even hot than it is now
(Adjectives, Comparatives, B1) 

I know you couldn’t come to my party so I want to tell you about my 
presents and party 
 * you comen’t/ you not could come/ you could come not 
(A2 Waystage, 2004, Turkish, PASS) 

Negative Declarative

AP Comparative



Measuring Grammaticality

A timid, shy, self-conscious, over-sensitive and vulnerable person can yearn 
to make friends with someone who is very self-assured, confident, decisive, 
even bossy

FORM: COMBINING MULTIPLE ADJECTIVES
Poland, C2 Mastery 

I kept silent when I was introduced to that new girlfriend of his.

FORM/USE: WITH 'THAT ... OF'
Poland, C2 Mastery 



EGP + Syntactic Challenge Sets

Perhaps, we need to maintain some notion of descriptive linguistic coverage rather 
than prescriptive targets in grammar profiling?  

→ measures of fluency, diversity and style may be important. 

In a BabyLM context, we may care more about comparisons with L1 and L2 
comparison and varieties of English. 



EGP + Syntactic Challenge Sets
An Example from Sluicing: 
Ellipsis that occurs in direct and indirect interrogatives introduced by 
[+wh]-expression.

Finiteness Mismatch
The baseball player went public with his desire to be traded. He doesn’t care 
where (he will be traded). 

Tense Mismatch
Your favorite plant is alive, but you can never be sure how long (it will be 
alive). 

Modality Mismatch
Sally knows that there is always the potential for awful things to happen, but 
she doesn’t know when (awful things might happen). 

Polarity Mismatch
Either the Board grants the license by December 15 or it explains why (the 
Board didn’t grant the license by December 15). 
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Grammar Profiling beyond English
Complexity-graded, typologically-motivated evaluation benchmarks do 
not exist beyond English, but they should!

CLAMS: Cross-Linguistic Syntactic 
Evaluation of Word Prediction Models

https://aclanthology.org/2020.acl-main.490.pdf
https://aclanthology.org/2020.acl-main.490.pdf


BLiMP causes a “typological bottleneck”

See Zhou et al (2025, COLING) for interesting discussion. 
https://aclanthology.org/2025.coling-main.459.pdf 

https://aclanthology.org/2025.coling-main.459.pdf


BabyLMs & SLMs: Back to L2 Acquisition

BabyLMs and SLMs are novel AI methods that 
(attempt to) precisely leverage a rich literature 
from linguistics, cognitive science

BUT the big question: how does it help 
with SLA analysis and effective didactics 
in real-life education?
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