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Small Language Models (SLMs): Goals

and Rationale

Small Language Models (SLMs), typically under 1B pa-

rameters, provide valuable, interpretable, and efficient

alternatives to large models. They are especially suit-

able for proprietary, task-specialised applications such

as query routing in chatbot systems or edge/on-device

learning.

My PhDWork: SLMs as Learner Models

Problem: High-precision learner representations are

essential for personalised and adaptive learning and as-

sessment.

Solution: I propose bilingual SLMs for second language

adaptation — or L2LMs — which simulate the develop-

mental trajectories of second-language learners with a

typologically-diverse L1s. Scales and extends work in the

BabyLM Shared Task which train SLMs on around 100M

tokens of Child-Directed Speech and Simplified Texts to

simulate the volume and nature of linguistic input pro-

vided to humans in first language acquisition [1,2,5].

Figure 1:Conceptual Architecture of L2LMs and Sequential/Simultaneous Bilingual SLMs from

Constantinescu et al (2025)

Aims: Rich Learning Dynamics and Checkpointing of

L2LMs for enhanced interpretability, building on the

Pico Framework [3]. Prioritise developmental inter-

pretability to see exactly where models begin to rep-

resent certain linguistic features, how representations

stabilise (or oscillate) over training, and which parts of

the network converge faster than others to develop more

cognitively-aligned pretraining strategies. Model design

to reflect thediversity of L1 backgrounds (over 55 distinct

L1 language families in the Cambridge Learner Corpus)

SLMs and LLM Interaction

PreliminaryWork for BabyLM Interaction Track

[6]: Provide rewards from a Teacher LLM to reward

BabyLMs to produce more cohesive long-form genera-

tions. BabyLMs trained on 100M (the Strict Track) are

our Student Model that interact with a Llama-Instruct

1B/3B/8B parameter model (the Teacher LLM) in a

multi-turn dialogue. Dialogue is initiated by the Teacher

in T1, prompting the student BabyLM for a continuation

of a prompt in utterance S1.

Next Steps:

Figure 2:Proposed Framework for LLM-L2LM Interaction and LLM Interaction with

CEFR-Aligned LLMs
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