
UROP Project Report 2021: Providing Automatic Feedback on
Argumentation Quality to Learners of English

Suchir Salhan
Computer Laboratory &

Gonville & Caius College
University of Cambridge, U.K.

sas245@cam.ac.uk

Abstract
We are developing a learning tool that aims
to help students learn the skill of argumenta-
tion by providing high-level, automatic adap-
tive feedback on the quality of their argumen-
tation in essays. The tool consists of a pre-
trained model that automatically analyses ar-
gumentation structure in written English and
a front-end interface as a Google Doc add-on.
We will conduct an online study that evalu-
ates how users respond to a software tool that
provides automatic feedback on the argumen-
tation structure of an essay they have written.

1 Introduction

Argumentation Mining is the task of automati-
cally identifying and extracting arguments from
natural language text. Argumentation analysis aims
to turn unstructured text into structured argument
data that provides information about (1) individual
arguments that are made, and (2) the relationships
between arguments, for instance whether an argu-
ment support or undermine the overall message.
Educational Motivation: Argumentation is a
high-level academic skill that forms a crucial part
of essay writing. While the landscape of automated
writing assistance has traditionally focused on lexi-
cal and syntactic checking and feedback, recent ad-
vances in deep learning, and argumentation mining
in particular, allow the scope of automated writing
assistance applications to broaden to provide high-
quality automated feedback at the discourse level
(Dale and Viethen, 2021).

Argumentation is often an implicitly learnt task:
learners have to deduce the components of a good
argument. A teacher will often say to a student that
they have spelt a word incorrectly or that they have
written an ungrammatical sentence and provide a
correction. However, if a student has written an
essay that contains an illogical or even unpersua-
sive argument, a teacher may not necessarily say

to the student how they should go about writing a
persuasive paragraph, that consists of a main point
backed up by evidence. Even if they do, this ad-
vice is far less formulaic and harder to consistently
apply to different essays.

Automated argumentation writing assistance
may have more pedagogical utility in implicitly
learnt tasks, like argumentation, compared to tra-
ditional syntactic and lexical feedback. Such tools
allow students to independently learn the compo-
nents of effective argumentation, and potentially
allow students to improve the clarity and persua-
siveness of their essay writing. In the Learning
to Argue project, we first develop a learning tool
that provides automatic provides automatic adap-
tive feedback to learners of English. We evaluate
whether students do, in fact, improve their argumen-
tation skills through automated adaptive feedback
through a pilot study. We will release the learning
tool as a Google-Doc add-on so users of Google
Docs can receive argumentation feedback on any
piece of writing.

2 Background

Essay-writing typically follows a claim-oriented
procedure: the main argument consists of a set
of claims, a controversial statement that an au-
thor tries to persuade a reader which the reader
will typically not accept without additional support
from simple premises. Figure 1 shows the claims
(shown in bold), the premises (shown in red), and
the conclusion (shown in blue) in an argumentative
essay.

2.1 Neural Network Techniques in
Argumentation Mining

Neural Network models have achieved competitive
performance in argumentation mining tasks. In
particular, transformer architectures have achieved



Figure 1: Extraction of Argumentative Structure from Student Essay from Argument Annotated Essays Corpus
(Stab and Gurevych, 2014)

state-of-the-art performance in (1) argument clas-
sification tasks, where natural language text has
to be classified as being argumentative or non-
argumentative, and in (2) argument clustering
tasks which aim to identify similar arguments.

Reimers et al. (2019) found that Bidirectional
Encoder Representations from Transformers
(BERT) improve the state-of-the-art for the UKP
Sentential Argument Mining Corpus by 20.8 %
and for the IBM Debater - Evidence Sentences
dataset by 7.4 %. BERT is a contextualised
transformer-based language model that is pre-
trained on left and right context in all layers.
Vaswani et al. (2017) develop the architecture of
a transformer that consists of an encoder and
decoder. For an input sequence of words in a
sentence w1, w2, . . . , wn ∈ S, the encoder is a
stack composed of n identical layers that each con-
sists of a multihead self-attention mechanism
and a feed-forward neural network, ultimately
producing an encoder representation. The self-
attention mechanism relates word wi to all pre-
ceding words w1, w2, . . . , wi−1 producing an em-
bedding xi. Mathematically, the the self-attention
mechanism is scaled dot product attention, produc-
ing an attention matrix, Z, given by:

Z = softmax(
QKT

√
dk

)V

where Q is the query matrix, K is the key matrix
and V is a value matrix.

Devlin et al. (2019) develop BERT’s model ar-
chitecture, drawing on the transformer architec-
ture presented in Vaswani et al. (2017), as a multi-
layer bidirectional transformer encoder. The bidi-
rectional architecture of BERT is designed to pre-
train deep bidirectional representations from un-
labelled text by jointly conditioning on both left
and right context in all layers. BERT is pre-trained
for masked language model and next sentence pre-
diction, and can be fine-tuned for various tasks
including sentence classification.

3 The Learn to Argue Model

We are developing a learning tool that consists of a
pre-trained model that automatically analyses argu-
mentation structure in written English and a front-
end interface as a Google Doc add-on. The tool
provides argumentation highlighting and feedback
to the user: it identifies the argumentation claims
and premises in the learner text, and provides a gen-
eral comment about the argumentation. The tool
may also provide an assessment of argumentation
quality. Figure 2 depicts the architecture of our
argumentation tool.

Figure 2: Architecture of Learn to Argue Tool



4 Preprocessing

4.1 Dataset

We use the Argument Annotated Essays Corpus
(AAEC), developed by Stab and Gurevych (2014).
The corpus consists of 402 argument-annotated
persuasive essays, and features topic and stance
identification, annotation of argument components,
and argumentative relations.

As our learning model will be used in edu-
cational applications, the corpus provides topic-
specific argumentation data for our model to be
trained on.

4.2 Data Extraction

As a first step, we transform the corpus text from
the original brat annotated file format to a csv for-
mat that includes the argumentative discourse
units (ADU) from each essay and assign an as-
sociated ADU Value. Claims are assigned an ADU
Value of 2, premises have ADU value of 1, while
non-argumentative statements have an ADU value
of 0. The pre-processing stage allows us to train
a model to distinguish between (1) argumentative
and non-argumentative statements and (2) claims
and premises. Figure 3 contains a sample of my
spreadsheet.

Figure 3: Spreadsheet containing sentences with asso-
ciated argumentative value

5 Model Selection and Evaluation

We evaluated several pre-trained transformer-based
language models which were fine-tuned on the data
extracted from the Argument Annotated Essay cor-
pus.

We finetune pre-trained transformer-based mod-
els using the Hugging Face transformer library.
The library contains high performing transformer
models that are relatively easy to use. We first
tokenize the extracted text using the appropriate
tokenizer from the Hugging Face library, which
generates an input ids and an attention mask. These
two outputs are fed into the pretrained trained trans-
former model. We then generate the last hidden
states to obtain the [CLS] token. The CLS token
appears at the beginning of the tokenized repre-
sentation of each sentence. Although it is a fixed
positional embedding and does not contain any in-
formation itself, the token’s output is inferred by all
other words in the sentence. Therefore, the [CLS]
token contains information present in other words,
and is a good representation for sentence-level clas-
sification.

We first trained a simple model on the extracted
[CLS] token, before using the whole sequence out-
put to feed into a bidirectional neural network.

As a first step, we wanted to compare the per-
formance of the transformer language models to
non-transformer models. I trained a long-short
term memory (LSTM) recurrent neural network
model. The loss curve and the accuracy vs. epoch
graphs in Figure 4 show how the model is learning
argumentative structure from the corpus. The accu-
racy metric is particularly important in this project,
as this allows us to determine whether users can
receive feedback that correctly identifies claims,
premises and non-argumentative text.

Figure 4: Learning curves for LSTM basline

The confusion matrix shows the model accu-
racy for claims, premises and non-argumentative
units in more detail. The classification report also



contains the precision, recall and F1 score for the
model. The F1 score is important in our project, as
we are looking for a balance between the precision
and recall of our model, and our data has a class
imbalance. In any argumentative text, there will
always be less claims than premises.

We can see in Figure 5 that the LSTM is per-
forming particularly poorly for classifying text as
claims.

Figure 5: Classification Report and Confusion Matrix
for LSTM Baseline

Next, we finetuned the pretrained BERT model
from the Hugging Face transformers library. The
learning curves are shown in Figure 6. We can
see during training that BERT is performing much
better than the LSTM baseline, with an accuracy
of almost 0.85, compared to the LSTM accuracy of
0.60.

Figure 6: Learning curves for BERT model

The classification report and confusion matrix
in Figure 7 also show that BERT has a higher F1,
recall and precision score, notably for claims. This
again is an improvement on the LSTM baseline.

Figure 7: Classification Report and Confusion Matrix
for BERT

We then evaluated the performance of RoBERTa.
The learning curves in Figure 8 show that
RoBERTa has a slightly lower accuracy than BERT.

Figure 8: Learning curves for RoBERTa model

However, RoBERTa does have better scores for
classifying claims than BERT.

Figure 9: Classification Report and Confusion Matrix
for RoBERTA



The original project scope was to initially try out
BERT and RoBERTa. However, I did additionally
experiment with more compact transformer mod-
els. DistilBERT actually was the best performing
model with my original architecture. Figure 10
shows the model has high accuracy. It is a more
compact and efficient model, which makes it eas-
ier for deployment. Thus for performance and de-
ployment, the DistilBERT model was particularly
convenient.

Figure 10: Learning curves for the original DistilBERT
model

DistilBERT has higher precision than BERT for
1 and 2, and a higher weighted F1. It is also a
smaller model, which overall was a very convenient
outcome.

Figure 11: Classification Report and Confusion Matrix
for the original DistilBERT model

When we were deploying the DistilBERT model,
we found it more convenient to modify the original
architecture. This allowed us to use the Hugging
Face save_pretrained function to upload the
model to Google Cloud. We passed the input en-
coding from the tokenizer into a Tensorflow dataset
object, using the from_tensor_slices con-
structor method.

The modified model achieves a higher accuracy
than the original architecture.

Figure 12: Learning curves for the modified Distil-
BERT model

I did also try other more compact transformer
models Electra and ALBERT, however their perfor-
mance was not as good as the other models.

We decided to use DistilBERT as the language
model for the Learning to Argue model, given its
performance and strong evaluation metrics.

6 Model Deployment

The DistilBERT model can generate predictions,
classifying the test_text as a premise in the
code snippet below:

Figure 13: DistilBERT Model Classification of test text
as premise

We saved and loaded the distilBERT model to
Google Cloud, and are integrating the model into a
Google Docs add-on. Users can use the instructions
of the add-on to receive argumentative feedback,
from which they can improve their essay.

A current prototype of the Learning to Argue
add-on is shown below in Figure 14.



Figure 14: Prototype of Learn to Argue Google Docs add-on

7 Pilot Study

After my model has been deployed, we will run
a short pilot study to evaluate our tool. We want
to assess whether learners do improve their argu-
mentation skills through the automated adaptive
feedback that the learning tool provides. We also
want to evaluate how users respond to the learning
tool, and whether the tool provides an improved
learning experience for English language learners.
The pilot study has undergone the review proce-
dure of the Department of Computer Science and
Technology Research Ethics Committee at the Uni-
versity of Cambridge

Participants will complete a Google Form, which
contains information about the study, pre-study
questions, instructions on how to use our learn-
ing tool and write an essay, and tool evaluation. All
participants are given information about the study,
and about how we will use their data.

The study will consist of a 20-25 minute experi-
ment, consisting of a 5 minute pre-study, a 15-20
minute writing phase. In the experiment, partici-
pants will write a short essay (around 300 words)
on a prescribed title, and edit the essay using the
learning tool.

We then ask some preliminary questions about
age, language background, education and some
self-evaluation questions about technology usage
and previous experience with automated writing
assistance.

We then include some writing instructions, about

how to use our Google Doc add-on. We ask partici-
pants to submit a final copy of their essay, however
I have suggested that we could incorporate some
tool logging so we can see how users actually in-
teract with our tool, and how they use it to improve
their essay. Finally, we ask users to evaluate our
tool.

Once the tool is usable and performing well,
Caines & Wambsganss will continue the data col-
lection project in a German high school, with a
group of 25-30 English learners from 3-4 classes
between grade 7 to 11. We require parental ap-
proval for minors to participate in the study. If
students are under 16 years old, they will be asked
to conduct the exercise by logging into an institute
google account, thus ensuring that the minimum
age of managing a Google account in Germany
will be fulfilled. We are in contact with a teacher
in the school, who has already informed the head
teacher and all other relevant stakeholders about
the study to ensure the treatments are aligned with
the German High School Law and data protection
requirements of the state.

8 Discussion

One of the main findings of our research is that
neural argumentation techniques can help students
learn a skill like argumentation that is implicitly
taught in a traditional classroom setting.

However, there is a lot of scope in the argumen-
tative mining field to fully exploit the potential of



machine learning. Lippi and Torroni (2015) high-
light the possible application of transfer learning,
statistical relational learning and active learning in
the argumentative mining pipeline. All of these are
productive lines of inquiry, particularly active learn-
ing. Active Learning is a technique that can help
reduce the amount of annotation required to train
a model, by focusing the attention of the expert
annotator on only cases where their contribution is
most informative. The paradigm of Active Learn-
ing is particularly important in argumentative min-
ing, where much effort has been placed on devel-
oping domain-specific annotated corpuses, like the
Argument Annotated Essay corpus for educational
argumentation. Active Learning not only presents a
viable alternative to the arduous annotation process
in argumentation mining, it also allows researchers
to leverage annotator disagreement about the nature
of argumentative units or their relations to improve
the model performance. Fornaciari et al. (2021)
found that active learning in models that utilise
deep pre-training is particularly effective. As the
Learning to Argue model has made use of deep
pre-trained transformer-based models, it would be
very interesting to see how active learning can be
integrated in our project.

A possible area of development in the Learning
to Argue project is to allow the model to select a
set of Q data points that it is unsure how to classify
from the essays collected in the pilot study (i.e a
pool of potential unlabelled training elements), so
they can be labelled by a human annotator, which
could be an advanced English learner who has
participated in our study or a teacher in the main
school. Grießhaber et al. (2020) use a BERT model
in an active learning scenario for low-resource text
classification, and found active learning improved
model stability and training performance. It would
be interesting to see whether we see similar results
in argumentation mining.

A consequence of our research on the potentially
useful educational applications of argumentation
mining is that we can gain a better understanding
of how students actually learn implicit skills like
argumentation. Through our pilot study and main
study, we have been looking at the benefits of au-
tomated adaptive feedback in the learning process.
I think it would be interesting to further evaluate
how the benefits of argumentative writing assis-
tance differ for L2 English learners compared to
their native German L1. Wambsganss et al. (2020)

have developed a German corpus containing stu-
dent annotated essays, in the same format as the
Argument Annotated Essay corpus. This means
that we can develop a German Learning to Argue
model in the same way as we have done for En-
glish, and compare how participants in our main
study interact with both tools.

Our research also motivates the need for the de-
velopment of argument-specific machine learning
techniques. Argumentation as a learning skill has
particular nuances that may not be captured by
transformer-based models. For example, Becker
et al. (2020) note that often important parts of ar-
guments can be omitted by the writer, or are only
implicitly implied. Ideally, an argumentative feed-
back tool should highlight to the author that the
clarity of the argument would improve if the a point
is made explicitly.

Problems like argument omission and implicit
points likely occur due to either over-familiarity
with the topic, so the author assumes that a more ba-
sic point is also known by a wider audience, or due
to lack of understanding. Ideally, we would want
a writing support system to distinguish between
the two scenarios. In the former case, argumenta-
tion models have to determine whether learners are
experienced with the topic, or if there are factual
errors or other signs of misunderstanding.

Argument omission highlights the situational
and context-dependent nature of argumentation.
The use of context-dependent embeddings in
transformer-based models of argumentation is
therefore very relevant. While we do not know ex-
actly why transformer-based language models out-
perform recurrent neural networks (a question that
is key theme of contemporary research in NLP),
context-dependence is almost certainly a contribut-
ing factor to their improved performance. Man-
ning et al. (2020) show that the large improvements
brought about by transformer language models in
language understanding tasks is due to deep contex-
tual language models implicitly learning emergent
linguistic structure. Thus, the transformer-based
language models used in the Learning to Argue tool
are likely more effective due to their contextualised
representations.

However, what our current models lack are sit-
uational embeddings. Argumentation skills are
situation-dependent, and this is one of the major
challenges of developing cross-domain and cross-
topic argumentation models. Learners may strug-



gle to write persuasive and logical arguments about
one topic more than another. A constructivist view
of learning would explain this: this view assumes
that learning is determined by the experience of
the learner. Although the core skills of argumen-
tation may be field-invariant, learners experiences
in writing arguments about different topics can dif-
fer. Automated adaptive feedback should provide
more guidance in cases where learners are strug-
gling to write arguments in certain domains, but
do not necessarily need to provide the same level
of support in situations where learners accidentally
omit claims and premises.

More generally, this issue motivates the need
for top-down performance goals in argumentation
mining, and in particular we need argumentation
mining systems to learn argumentation in a situa-
tion dependent sense. To this end, I think argumen-
tation mining could benefit in the long term from
the development of constructivist machine learning
techniques.

9 Conclusion

During the Learning to Argue project, I have de-
veloped a learning tool that provides automatic
feedback on argumentation to learners of English,
and will be running a pilot study to evaluate the
learning tool. We will be running a main study
in a German school. For educational technology
to be beneficial to learners, it must be integrated
within the the learning process of students. Our
main finding is that automatic adaptive feedback
on argumentation can benefit learners of English.
This research on the educational applications of
argumentative mining also motivate the creation
of argument-specific machine learning techniques,
which draw inspiration from human learning.
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